
ML Privacy Meter
Reza Shokri 

Data Privacy and Trustworthy ML Research Lab 
National University of Singapore 

     reza@comp.nus.edu.sg          @rzshokri 



Reza Shokri — 2021

Machine 
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Florian Tramer

Membership 
Inference Attack 
Accuracy: 90% DATA

Prediction API

Input data Classification

Training API

[Shokri, Stronati, Song, Shmatikov] Membership Inference Attacks against Machine Learning Models, SP’17 
[Carlini, Tramer, et al.] Extracting Training Data from Large Language Models, Usenix security’21
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Machine Learning Under Attack
3

[Shokri and Shmatikov] Privacy-Preserving Deep Learning, CCS’15

…

updated 

param
s

aggregate 

params 

Aggregate

[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19

[Melis, Song, De Cristofaro, Shmatikov] Exploiting Unintended Feature Leakage in Collaborative Learning, SP'19

• Adversary can observe multiple 
snapshots of the model 

• Reconstruct sensitive data

Federated Learning
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AI Regulations - Data Protection

• “… membership inferences show that AI models can inadvertently 
contain personal data” 

• “Attacks that reveal confidential information about the data include 
membership inference whereby …” 

• ‘’..... ensuring that privacy and personal data are adequately protected 
during the use of AI’’ 

• “....... ensuring that AI systems are resilient to overt attacks and subtle 
attacks that manipulate data or algorithms....” 

• ‘’...should consider the risks to data throughout the design, 
development, and operation of an AI system’’

4

On Artificial Intelligence - A European Approach to excellence and trust - Feb 2020 
The White House Memo on Guidance for Regulation of Artificial Intelligence Applications - Jan 2020 
Guidance on the AI auditing framework Draft guidance for consultation. Information Commissioner’s Office 
A Taxonomy and Terminology of Adversarial Machine Learning. Draft NISTIR 8269
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Identify and analyze 
possible risk mitigation 

measures

Assess potential threats 
to the data

Data Protection Impact Assessment 
5

Systematic description of 
data collection, storage 

and processing
Assess necessity and 

proportionality
Likelihood and impact of 

the threats on 
individuals

https://gdpr-info.eu/art-35-gdpr/
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How to Quantitatively Measure 
the Privacy Risk of ML?

6

How to Check Compliance with 
Privacy Regulations?
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Privacy Risks in Machine Learning
7

inference 
phase

training 
phase

Direct Leakage
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Indirect Leakage

predictionsparameters

Privacy Risks in Machine Learning
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Indirect Leakage

predictionsparameters

Privacy Risks in Machine Learning
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Indirect Leakage

predictionsparameters

What is leakage? Inferring information about members of X, 
beyond what can be learned about its underlying distribution 

Privacy Risks in Machine Learning
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How to Quantify the Leakage? 

• Indistinguishability game: Can an adversary distinguish 
between two models that are trained on two neighboring 
datasets (one includes an extra data point x)?  

• Membership inference: Given a model, can an adversary 
infer whether data point x is part of its training set?

9

[Shokri, Stronati, Song, Shmatikov] Membership Inference Attacks against Machine Learning Models, SP’17
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How to Quantify the Leakage? 

• Indistinguishability game: Can an adversary distinguish 
between two models that are trained on two neighboring 
datasets (one includes an extra data point x)?  

• Membership inference: Given a model, can an adversary 
infer whether data point x is part of its training set?

9

[Shokri, Stronati, Song, Shmatikov] Membership Inference Attacks against Machine Learning Models, SP’17

Recognize the difference
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Tool: ML Privacy Meter
10

Model

Population Data

Predictions

Learning

Training Data

Privacy Risk 
Report for the 
Training Data

ML Privacy Meter

ML Privacy Meter is a Python library (ml_privacy_meter) 
that enables quantifying the privacy risks of machine learning 
models. https://github.com/privacytrustlab/ml_privacy_meter

[Murakonda, Shokri] ML Privacy Meter: Aiding Regulatory Compliance by Quantifying the Privacy Risks of 
Machine Learning, HotPETs 2020

https://github.com/privacytrustlab/ml_privacy_meter
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Privacy Leakage due to Overfitting
11

[Shokri, Stronati, Song, Shmatikov] Membership Inference Attacks against Machine Learning Models, SP’17

Overfitted models 
and classes are 
more vulnerable
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Disparate Privacy Vulnerability
12

[Shokri, Stronati, Song, Shmatikov] Membership Inference Attacks against Machine Learning Models, SP’17

Smaller groups are 
potentially more 
vulnerable

The model 
memorizes 
samples from 
such groups
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White-box Privacy Analysis

• Leakage through parameters (white-box) vs. predictions 
(black-box)

13

Most accurate pre-trained models Mem inference attack accuracy

[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19
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White-box Privacy Analysis

• Leakage through parameters (white-box) vs. predictions 
(black-box)

13

High generalizability 
to test data 

Most accurate pre-trained models Mem inference attack accuracy

[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19
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White-box Privacy Analysis

• Leakage through parameters (white-box) vs. predictions 
(black-box)

13

High generalizability 
to test data 

Most accurate pre-trained models Mem inference attack accuracy

[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19
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White-box Privacy Analysis

• Leakage through parameters (white-box) vs. predictions 
(black-box)

13

High generalizability 
to test data 

Low privacy 
(Significant leakage 
through parameters)

Most accurate pre-trained models Mem inference attack accuracy

[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19
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White-box Privacy Analysis

• Leakage through parameters (white-box) vs. predictions 
(black-box)

13

High generalizability 
to test data 

Low privacy 
(Significant leakage 
through parameters)

Large 
capacity

Most accurate pre-trained models Mem inference attack accuracy

[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19



Reza Shokri — 2021

White-box Privacy Analysis

• Leakage through parameters (white-box) vs. predictions 
(black-box)

13

High generalizability 
to test data 

Low privacy 
(Significant leakage 
through parameters)

Large 
capacity

Most accurate pre-trained models Mem inference attack accuracy

[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19

[Feldman] Does Learning Require Memorization?A Short Tale about a Long Tail, STOC’20
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Decentralized (Federated) Learning
14

[Shokri and Shmatikov] Privacy-Preserving Deep Learning, CCS’15

…

updated 

param
s

aggregate 

params 

Aggregate

[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19

[Melis, Song, De Cristofaro, Shmatikov] Exploiting Unintended Feature Leakage in Collaborative Learning, SP'19
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Decentralized (Federated) Learning
14

[Shokri and Shmatikov] Privacy-Preserving Deep Learning, CCS’15

…

updated 

param
s

aggregate 

params 

Aggregate

[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19

[Melis, Song, De Cristofaro, Shmatikov] Exploiting Unintended Feature Leakage in Collaborative Learning, SP'19

CIFAR100-Alexnet

Adversary can observe multiple 
snapshots of the model
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Decentralized (Federated) Learning
14

[Shokri and Shmatikov] Privacy-Preserving Deep Learning, CCS’15
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box Inference Attacks against Centralized and Federated Learning, SP’19

[Melis, Song, De Cristofaro, Shmatikov] Exploiting Unintended Feature Leakage in Collaborative Learning, SP'19

CIFAR100-Alexnet

Adversary can observe multiple 
snapshots of the model
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Decentralized (Federated) Learning
15

…

Aggregate

[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19

Active Attack: Gradient Ascent
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Decentralized (Federated) Learning
15

…

updated 

param
s

Aggregate

[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19

Increase loss on a particular data point x.

Active Attack: Gradient Ascent
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Decentralized (Federated) Learning
15
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[Nasr, Shokri, Houmansadr] Comprehensive Privacy Analysis of Deep Learning: Passive and Active White-
box Inference Attacks against Centralized and Federated Learning, SP’19

Increase loss on a particular data point x.

Active Attack: Gradient Ascent

A participant correct it back (by running 
gradient descent locally) only if x is part of 
its training set. => membership leakage
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NLP Models

• How much does the model leak about the 
sentences of a particular author/speaker? 
What about the membership of the author in 
the training set (based on known samples)?  

• Which samples are leaked?

16

Privacy Risk 
Report for the 
Training Data

ML Privacy Meter
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Membership Inference
17

[Maddi] https://github.com/privacytrustlab/ml_privacy_meter based on [Song, Shmatikov] Auditing Data 
Provenance in Text-Generation Models, KDD'19

False positive rate
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SATED (Speaker 
Annotated TED 
talks) dataset

https://github.com/privacytrustlab/ml_privacy_meter
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Membership Inference
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Membership Inference
17

[Maddi] https://github.com/privacytrustlab/ml_privacy_meter based on [Song, Shmatikov] Auditing Data 
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Examples of Vulnerable Training Data
18



Reza Shokri — 2021 19

Examples of Vulnerable Training Data
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ML Privacy Meter as a  
Privacy Regularizer

20

[Nasr, Shokri, Houmansadr] Machine Learning with Membership Privacy using Adversarial Regularization, CCS’18
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ML Privacy Meter as a  
Privacy Regularizer

20

maximize 
prediction 
accuracy

minimize 
inference 
accuracy

[Nasr, Shokri, Houmansadr] Machine Learning with Membership Privacy using Adversarial Regularization, CCS’18
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ML Privacy Meter as a  
Privacy Regularizer

20

maximize 
prediction 
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minimize 
inference 
accuracy

[Nasr, Shokri, Houmansadr] Machine Learning with Membership Privacy using Adversarial Regularization, CCS’18
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Privacy and Generalization
21

Random guessSmaller gap

[Nasr, Shokri, Houmansadr] Machine Learning with Membership Privacy using Adversarial Regularization, CCS’18
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Tool: ML Privacy Meter
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Model
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Privacy Risk 
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ML Privacy Meter

ML Privacy Meter is a Python library (ml_privacy_meter) 
that enables quantifying the privacy risks of machine learning 
models. https://github.com/privacytrustlab/ml_privacy_meter

[Murakonda, Shokri] ML Privacy Meter: Aiding Regulatory Compliance by Quantifying the Privacy Risks of 
Machine Learning, HotPETs 2020

https://github.com/privacytrustlab/ml_privacy_meter

