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Context

Learning models are increasingly fed with private
data

Customers are increasingly aware about their
privacy
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Advent of Federated Learning (FL) to ensure
privacy-preserving training
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Problem

« Malicious or compromised server or client»

o Introducing backdoor into
Poisoning attacks the model behavior
FL process
Privacy attacks Data leakage

Problem 1 : FL is vulnerable to many attacks

Using TEEs
v

TEE

Problem 2 : TEEs offer limited secure memory (spatial constraint) and

high latency (temporal constraint)
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Objectives

Design a TEE-based scheme to protect FL against privacy attacks while dealing with TEEs limits

Evaluate our approach in terms of security and overhead
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Inference Attacks in FL

Data-Reconstruction Inference Attack (DRIA)

Reconstruct the training
input from a random
input and the training
model.
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Membership Inference Attack (MIA)

Inference
Attacks

Learn whether a data
was part of the training

dataset of the

model.

global
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Global Dataset of the model

Data-Property Inference Attack (DPIA)

Inferring the presence or
absence of private
property among clients
data from the training
model.
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Common point: The use of gradients emitted by the model to work

GradSec : a TEE-based Scheme Against Federated Learning Inference Attacks

ResilientFL 10/25/2021



State-of-the-art approaches

Solutions

Hardware
Solutions

(TEE)

Software
Solutions

Differential Privacy Homomorphic Encryption Offline Model Guard DarkneTZ
Adding an Encryping the Generic  Solutions :
: . . Protect  successive
appropriate amount client updates, which puts all the ..

: . o chosen layers inside
of noise to updates sending them to model inside the the TEE  secure
before sending the server who TEE secure

memory
them to the server aggreagate  them, memory
then decrypt the
result
C J & J & ) G J

- Reduce the model utility - Overhead on the FL server
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\ | - Big overhead if the model - Not able to protect non-successive
Y is large layers.
- Can only protect against server-side attacks - Not efficient against DPIA.
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Assumptions

10115

U Securing FL against the most cited Inference Attacks (DRIA, MIA, DPTA).

U Considering the previous attacks carried out by the clients (the FL server uses Secure Aggregation).

U The FL models used are exclusively Feed-forward Neural Networks ( Fully-connected or Convolutional,
no Recurrent).

U The FL models use Stochastic Gradient Descent Algorithm [8] to update their weights.
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Securing models per layer
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Sources of Gradients leakage of layer [

Source 1 : Compute the difference between two consecutive
snapshots of the model

Source 2 : Backpropagation computation flaw

Formula to update weights model :
d)( ) N (b() _
\/
Consecutive weights of
the model

Gradients deduction

Solution : Put @ E¥ %A ADART OU
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Operation Designation

Regular dot product

S Convolutional dot product

Solution : Secure most important parts of
backpropagation computation in the TEE Secure Memory
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Securing Backpropagation using T

Securing last layer (I=n) Gradients

e El IEI e Secured

Justification

Data/Operation
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o . 0 Represents the Gradients we want to secure
O Data in Secure
I > Memory ]
; e Avoid disclosing Qw in the cache memory
% Operation in Secure Avoid the _ (O to 1
PQ | mode
[ ] ﬂ
disclosing
H Computation 0
~— flaw of Gradients e g
- &
Q G to (] is
Backpropagation
of the error to the ~
U previous layer o to Qw
' e disclosing W
product
product
$ product
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